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Causal Language Model (CLM)

Generate from left to right

Start with partially specified text

• text editing

• template filling

• code completion

• …

They   have   really   good   ice   cream

previous words word being predicted



Fill-in Language Model (FiLM)

Generate text from scratch in any order

Start from partial text and fill in the missing parts

Respect preceding and following context



Fill-in Language Model (FiLM)

Flexible sequence infilling by FiLM-1.6B. Given context is in black, generated text is in color.



FiLM — Training

• Choose a mask prob 


• Independently mask each token with prob 

• Predict the original tokens from the masked sequence

p
p



FiLM — Training

How to choose ?p

• sample from U[0,1]
• sample from Beta distribution

• fixed  masked language model (MLM), e.g., BERT uses 0.15→



FiLM — Decoding

Fill in one mask at each step, conditioned on the given context and previous predictions



FiLM — Decoding

Which mask to fill in first?

• left-to-right

• right-to-left
• min-entropy (“easy-first”)

• max-entropy (“hard-first”)

Once the decoding order is determined, conventional decoding algorithms of CLM 
(sampling, greedy decoding, beam search, etc.) are also applicable to FiLM

• random



Given a sequence ,


• Computing  requires marginalizing over  decoding orders
x = (x1, …, xn)

pθ(x) n!

FiLM — Perplexity

• Computing  for a specific order  is tractablepθ(x; σ) σ

log pθ (x; σ) = log plen (n) +
n

∑
t=1

log pθ (xσt
|xσ1

, …, xσt−1
, n)

e.g., 


                                                              


                                                              


                                                              

log pθ (x1, x2, x3; σ = (3,1,2)) = log plen (3)
+log pθ (x3 | [mask], [mask], [mask])
+log pθ (x1 | [mask], [mask], x3)
+log pθ (x2 |x1, [mask], x3)



Given a sequence ,


• Computing  requires marginalizing over  decoding orders
x = (x1, …, xn)

pθ(x) n!

FiLM — Perplexity

Dividing by  to ensure comparability with CLM, which appends an extra [eos] to n + 1 (x1, …, xn)

Perplexity = exp (−
1

n + 1
log pθ(x; σ))

• Computing  for a specific order  is tractablepθ(x; σ) σ

log pθ (x; σ) = log plen (n) +
n

∑
t=1

log pθ (xσt
|xσ1

, …, xσt−1
, n)



Experiments

• Analysis of FiLM

evaluate various training and decoding strategies to find the optimal configuration


• Language modeling

compare perplexity with CLM


• Text infilling

• Story completion


compare with SOTA infilling methods under automatic and human evaluations



Analysis of FiLM

Datasets: 

• WikiText-103


document-level, chunked into 512 tokens, 103M words in total

• One Billion Word


sentence-level, average length 28.5 tokens, 1B words in total



Analysis of FiLM

Pretrained-models:

• RoBERTa (MLM)


base (124M), large (355M)

• GPT2 (CLM)


small (124M), medium (355M), large (774M), xl (1558M)

disable causal mask, unshift logits



Analysis of FiLM — Training
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• Pretrained model: RoBERTa-base

• Decoding order: left-to-right



Analysis of FiLM — Training



Analysis of FiLM — Decoding
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Analysis of FiLM — Decoding
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Analysis of FiLM — Decoding

• Min-entropy generates text in a segmented order (“thank you”, “for your service”), deferring the 
uncertain name after “Mr.” to the end


• Max-entropy selects distant positions at each step

Decoding process with adaptive orders. Selected position at each step is highlighted in color.



Language Modeling

• FiLM fine-tuned from bidirectional RoBERTa outperforms unidirectional GPT2

• The perplexity gap between FiLM and CLM decreases as model size increases



Text Infilling

• Datasets: for a sequence  of length , sample the number of spans  from 1 to 5, 
then sample  endpoints from 1 to , and mask tokens between  and  in 

x n m
2m n a2i−1 a2i x

• Evaluations:

• ROUGE scores between generated and original text

• GPT-4 to evaluate which output is more grammatically fluent and coherent with 

surrounding context

They   [MASK:0]   good   [MASK:1]   cream   [FILL:0]   have   really   [FILL:1]   ice 

• Baseline: train CLM on rearranged data (Donahue et al., 2020; Aghajanyan et al., 2022; Fried et al., 

2022; Bavarian et al., 2022), named causal masking (CM)
They   have   really   good   ice   cream 



Text Infilling
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Text Infilling

GPT-4 Evaluation
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Text Infilling



Story Completion

• ROCStories dataset:

five-sentence commonsense stories, average length 51.4 tokens, 5M words in total

randomly remove a sentence

• Evaluations:

• ROUGE scores

• GPT-4 to evaluate which output best preserves story’s logical flow and coherence

• Human evaluation



Story Completion
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Story Completion



Story Completion

Agreement percentages

• GPT4-Human consensus: 49.5%

• Human-human consensus: 62% 



Summary
Training Decoding

[mask]They [mask] good [mask] cream

FiLM

reallyhave ice
Fill and proceed to the next mask

[mask]They [mask] good [mask] cream

FiLM

have

• Training: sample the mask probability from Beta distribution

• Decoding: from left to right or select the position with min entropy


• FiLM’s perplexity approaches CLM as model size increases  potential as an alternative LLM

• FiLM excels in text infilling and story completion and outperforms strong baselines

→

https://github.com/shentianxiao/FiLM

https://github.com/shentianxiao/FiLM

